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THE INFORMATION EXPLOSION

The Digital Universe: 50-fold Growth from the Beginning of

2010 to the End of 2020
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The Digital Universe Paradox:
Falling Costs and Rising Investment
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Source: IDC's Digital Universe Study, Dec 2012

Main growth drivers:
Virtualisation, Cloud, Mobile Computing and Big Data
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CORNERSTONE OF THE NEW SOFTWARE DEFINED DATACENTER

COMPUTE

SOFTWARE- DEFINED /
BASED COMPUTE
(Virtualization)
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STORAGE

NETWORKING

ENVIRONMENTAL

SOFTWARE-DEFINED /
BASED STORAGE

SOFTWARE-DEFINED /
BASED NETWORKING

SOFTWARE-DEFINED /
BASED FACILITIES

RED HAT

STORAGE
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WHAT IS RED HAT STORAGE?

OpenSource

Scale-out NAS (Network Attached Storage)

deployable on
on-premise, virtualized and Cloud environments
based on GlusterkFS

running on standard x86 Hardware
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INCREASE DATA, APPLICATION AND INFRASTRUCTURE AGILITY
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DATA ENTERPRISE BIG DATA WORKLOADS CLOUD APPLICATIONS ENTERPRISE
SERVICES APPLICATIONS MOBILITY

FILE SERVICES OPEN OBJECT APIs

RED HAT
STORAGE
OPEN, SOFTWARE-DEFINED STORAGE PLATFORM

PHYSICAL VIRTUAL

SCALE-OUT STORAGE
—) ARCHITECTURE

Standard x86 systems
Scale-out NAS solutions

PERSISTENT DATA STORES
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RED HAT STORAGE DEPLOYMENT ON-PREMISE

Scale out performance, capacity, and availability * Single namespace

» Aggregates CPU, memory,

RED HAT STORAGE network capacity.
FOR ON-PREMISE

» Deploys on Red Hat-supported

SERVER .
(CPUIMEM) servers and underlying

storage: DAS, JBOD.

» Scale out linearly.

» Scale out performance and
capacity as needed.

Scale up capacity

» Replicate synchronously

and asynchronously.
SINGLE GLOBAL NAMESPACE

RHS: Managing Unstructured Data Non confidential 7



RED HAT STORAGE DEPLOYMENT ON AMAZON CLOUD

Scale out performance, capacity, and availability « GlusterFS Amazon Machine
Images (AMIS)

RED HAT STORAGE _ _
FOR PUBLIC CLOUD » The only way to achieve high

availability of Elastic Block
Storage (EBS)

» Multiple EBS devices pooled

* POSIX compatible (no
application to rewrite required
to run on Amazon EC2)

Scale up capacity

» Scale out capacity and
performance as needed

SINGLE GLOBAL NAMESPACE
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RED HAT STORAGE—50,000 FOOT OVERVIEW

RED HAT STORAGE POOL
VIRTUAL

ADMINISTRATOR

Cloud Volume

Manager
(glusterd)
SSH
RED HAT
STORAGE CLI
Cloud Volume
Manager
(glusterd)
NFS
CIFS
Fuse
Cloud Volume
Manager
OpenStack Swift (glusterd)
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RED HAT STORAGE TECHNOLOGY STACK

CIFS t HADOOP ENABLEMENT

l l

REPLICATION

CLIENT/ PRESENTATION
TRANSLATORS

BACKEND/ PERSIST TRANSLATORS MULTI-SITE DR

MULTI-TENANT:
GLUSTERFS NAMESPACE AND ENCRYPT

MULTI-TENANT:
SRS QoS (CGROUPS)

SNAPSHOT
NETWORK DEVICE PLATFORM BLOCK DEVICE

RED HAT ENTERPRISE LINUX
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RED HAT STORAGE SCALABILITY

Sequential Read Transfer Rates
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== glusterfs,repl=1 === (Jlusterfs,repl=2
Gluster-NFS,repl=1 === Gluster-NFS,repl=2
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Sequential Write Transfer Rates
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== glusterfs,repl=1 === glusterfs,repl=2
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RHS-C Management Console

File Edit

Ml Red Hat Storage Console

ockmarks Tools

Help

& (M dhcpi159-153.sb

os.redhat.com/webadmin/webadmin/WebAdmir

Tree

Expand All Collapse All

v @
v [:DCIusters
v lg Default
[] Servers
@ volumes
¥ [ data
¥ [ Servers
[J] serverl
[ server2
v @Valumes
(4, music
(Fu video

Bookmarks

Tags

Last Message: ~  2012-Jun-05, 13:51:33

Clusters

Servers I Volumes I Users

Create Volume Stop = |- 1-2
Mame Volume Type MNumber of Bricks Transport Type Status
-
4 video Replicate 2 TCP Up
[
{3
Summary Bricks Volume Options Permissions Ewvents
Add Bricks
Server Brick Directory Status
10.16.159.159 ftmpimusic-brickl Up
10.16.159.161 ftmpimusic-brick2 Up

Gluster Volume video started.
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DESIGNED FOR MANAGING UNSTRUCTURED DATA

SUPPORTING A WIDE RANGE OF ENTERPRISE AND EMERGING WORKLOADS

ARCHIVING

RESEARCH
AND BACKUP

DATA

MEDIA AND
STREAMING
STORAGE

DISASTER
RECOVERY

DATA

CONTENT
PROTECTION

CLOUD

RED HAT
STORAGE
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INFRASTRUCTURE

STORAGE-

ENTERPRISE
AS-A-SERVICE

RED HAT
DROP-BOX

OPENSTACK

PUBLIC CLOUD

CLOUD AND
STORAGE

REMOTE AND
BUSINESS APP

BRANCH OFFICE

CLOUD

OBJECT
STORAGE

VIRTUAL/CLOUD
STORAGE

OPEN, SOFTWARE-DEFINED STORAGE
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CO-RESIDENT
APPLICATIONS

BIG DATA
HADOOP

EMERGING
WORKLOADS
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RED HAT STORAGE FOR OPENSTACK

COMPUTE
NODE

RHS: Managing Unstructured Data

GLANCE

HORIZON

DASHBOARD

QUANTUM

Q,
A E

O0BJECT HETWORKING
STORE

Swift AP

RED HAT STORAGE SERVER
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SERVICE
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ENSURE GLOBAL DATA PROTECTION AND AVAILABILITY
TRANSPARENTLY DISTRIBUTE DATA GLOBALY

REMOTE SITE /| DR
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BRING APPLICATIONS CLOSER TO THE DATA

CONVERGING COMPUTE AND STORAGE

RED HAT’

STORAGE

i

RHS: Managing Unstructured Data

k' N b

l—

i

STORAGE RESIDENT APPLICATIONS
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REDUCE LATENCY

PROCESS DATA LOCALLY

REDUCE COSTS

INCREASE AGILITY
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HIGHLY AVAILABLE CLOUD STORAGE FOR AMAZON EC2
LEVERAGE THE ELASTICITY OF THE CLOUD WITHOUT RE-WRITING YOUR APPLICATIONS

US East (N. Virginia) US East (N. Virginia) Ireland (Cork)

RED HAT'
STORAGE

CREATING HIGHLY AVAILABLE, SCALEABLE EBS STORAGE POOLS - ACROSS ZONES
Now available as AWS test-drive
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DELIVER COST EFFECTIVE ELASTIC CAPACITY AND PERFORMANCE
53% - 78% REDUCTION IN COSTS

300,000
250,000 -
& 200,000 -
150,000 -
100,000 -
50,000 -+ I
. = W N || , l
1 2 3 4 5 =
EHSE YEAR
Plidrange D5 .
—— A eragi D55 Cost™ AEeIt/gpg;;

SOURCE: IDC REPORT — THE ECONOMICS OF SOFTWARE BASED STORAGE
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MANAGING SPRAWLING UNSTRUCTURED FINANCIAL DATA

PROBLEM
® P ® NEEDED A FAST, RELIABLE, AND COST-EFFECTIVE STORAGE SOLUTION

I n T u I T TO MEET GROWING SAAS LINE OF BUSINESS

® TAX RETURNS AND OTHER DATA WERE BEING STORED AS BLOBS IN AN

e EXPENSIVE ORACLE DB

SOLUTION
® RED HAT STORAGE SERVER 2.0 FOR ON-PREMISE OBJECT STORAGE
® HP DL2000s AND APACHE CASSANDRA

“Red Hat worked with us the
entire way as we designed and BENEFITS

built our architectures, helping SCALEABLE ON-DEMAND STORAGE FOR UNSTRUCTURED DATA
with best practices, design
considerations and layout COST EFFECTIVE SOLUTION THAT LEVERAGES COMMODITY HARDWARE
performance testing, and MEET GROWING CAPACITY AND PEAK PERFORMACE NEEDS
ACHIEVE MULTI-SITE DISASTER RECOVERY

migration.”

MOHIT ANCHLIA
ARCHITECT, INTUIT TURBO TAX

RHS: Managing Unstructured Data Non confidential 1919



IS THE OPPORTUNITY REAL ?

SearchStorage

News Premium Mulktimedia Storage Tutorials Expert Vendor Blogs Storage Decisions SEARCH GO
Editorial Topics Advice Content Events

Home > Topics > DataStorage Management > Datamanagement taols > Red Hat Gluster will transform storage market, |DC analyst predicts

Red Hat Gluster will transform storage market,

IDC analyst predicts

Carol Sliwa B3
Published: 08 Aug 2013

= o s RO E

‘¢‘ ESSENTIAL GUIDE RED HAT STORAGE SERVER SEEKS TO MIMIC SUCCESS OF ENTERPRISE
LINUX
This article is part of an Essential Guide, our editor-selected collection of our best articles, videos Explore other sections in this guide:

and other content on this topic.Explore more in this guide:

1. -1DC'S NADKARNI PREDICTS MAINSTREAM ACCEPTANCE : READ MORE IN THIS SECTION
b GlusterFS-based software will drive mainstream acceptance of software-based storage

2. - Wikibon's Floyer: Manageability work
needed

3. - Staimer foresees limited appeal

Red Hat Inc. will eventually turn the market "on its head”™ with its
Red Hat GlusterF5-based storage software in the same way that

Latest News

LISTEN TO THE ENTIRE
PODCAST SERIES ABOUT

it successfully challenged major server operating system vendors RED HAT'S CHANCES WITH 9 EMC Corp. prepares VNX2 launch
with its distribution of enterprise Linux, an IDC analyst predicted. ;'g;;_ﬁ:;f'i SERVER
D Scality CEO: Object-oriented storage needs
Ashish Nadkarni, a research director in the storage systems Fed Hat's open source multiple access methods
. . . software-based storage holds
practice at Framingham, Mass.-based International Data Corp. | mainly f ive dat .
. . . L. RpreRl Ity Tof pecoig Gale P Coraid Inc. NAS gets more cache for heawy IO
{10C), said Red Hat may need a few years to realize its vision of
converting commodity hardware into a full-fledged storage With push into software-hasad loads
storage, Red Hat will help drive
platform. down cost of storage features » Riverbed Granite storage box gets Fibre Channel
support
But Nadkarni thinks Red Hat Gluster will challenge scale-out,
file-based storage systems from major vendors as well as combined compute-storage platforms @ Emerging data storage trends embraced by BNY
that cater to the high-performance computing market with data analytics software. Mellon IT infrastructure

RHS: Managing Unstructured Data Non confidential 2020



DELIVERING THE NEXT GENERATION OF
OPEN SOFTWARE-DEFINED STORAGE TODAY

ELASTIC CAPACITY AND
PERFORMACE

MODERN, SECURE FILE AND
OBJECT STORAGE

ENSURE DATA PROTECTION AND
AVAILABILITY

CONVERGE COMPUTE
AND STORAGE

RED HAT
STORAGE

SERVER

MANAGING UNSTRUCTURED
DATA AT SCALE

DELIVERING AGILITY AND
COST ADVANTAGE

FOUNDATION FOR HYBRID
CLOUD AND BIG DATA

DEPLOY DATA ANYWHERE
PHYSICAL, VIRTUAL CLOUD

DESIGNED FOR TODAYS IT & DATA ECONOMICS

RHS: Managing Unstructured Data
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RED HAT STORAGE — DEVELOPING
3“ PARTY ECO-SYSTEM

C~NA ®
commvault
solving forward®

openstack"

AT ENTERPRISE
S VIRTUALIZATION

7
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bareos

open source data protection




RED HAT LEADS THROUGH OPEN INNOVATION

o fedora? CED HAT"
Apache Project 0O » ENTERPRISE LINUX
JBoss ity _ RED HAT JBOSS'
O >~ MIDDLEWARE
Grnome ) :
' -. DV]I"t RED HAT"
- - = O »  ENTERPRISE
100,000+ : VIRTUALIZATION
PROJECTS _ - N —
a = - 7 communITy RED HAT’
) —0 ~ STORAGE
OpenJDK ~— Yo
| N EE::I .
- O > RED HAT'
ENTERPRISE LINUX
. e o OPENSTACK PLATFORM
Linux Kernel ~ OrIQIn
Openstack O ~ £3 OPENSHIFT

by Fhed Hat”
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SNAPSHOTTING
CHANGE DETECTION
COMPRESSION
3-WAY REPLICATION

PNFS AND NFSv4 SUPPORT

FILE VERSIONING
ERASURE CODING

MULTI-MASTER GEO-
REPLICATION

RHS: Managing Unstructured Data

COMMUNITY INNOVATION
GLUSTER.ORG COMMUNITY FORGE ENHANCEMENTS AND PROJECTS

= ¥ GIUSTER COMMUNIT

Cluster Hoane

Activities Frojpcis Teams

Y

Dashboard Register Log

Welcome to the Gluster Community Forge, the home of
Open Source software-defined storage development. Read

more

-= Download GlusterFS ->» GlusterFS Home

Flagship Projects
GlusterFs Core

This is the core platform for GlusterFs,
providing all the major feature function ality

Project Home | Developer Home |
Documentation

Incubating Projects

pmiux
Pnﬂ.lxi.sa ngt THB-Dase-:I MapFReduce
mm W en in phying the

p !c:' &.r of Linix ppmlnn rocessing 1o

-:Imrl:-u ed computing on a GiusterFS cluster,

famux provides a tool capable of handing
rge amounts of data stored in tées.

Frojact Homa | Developar Homea |
ocumantation

gfiocator

%DC—BT{IT is a daemon Tor providing responsas
quenas against e kbcatkons of GlustarFs

Frojact Home | Developar Home |
Documantaton

Samba-Gluster Integraton
GlusterFs integration for Samba. From

From Planet Gluster

Giuster Community Day at Portland — .Jun.r 23

We have an amazing -:xunununrﬂ.r
scheduled in Portiand uly

you're in town tor OSCOMN, swing IJ'!,I' wa nbe
at tha Mission Theater, 'I‘I'fll{‘.'h i= clo=e 1o the
MAX for easy access. Here are just a few of
the highlights: Theron ...

Thu, 11 Jul 2013 20:56:28 +0000

The Summer of Gluster is Hera!

| wantad 10 take a momeant and shame al tha
things that are going on in tha Glustar
Community. It rea as bean an amazing
vear, and we're only halhway through. Here's a
recap for those of you wa mg fromn home :
Launched the GRistar Comm..

Thu, 11 Jul 2013 19:47:06 +0000

Fermomance Measuremant FPittals

One of the problems with measuring a
comparing perfonmmance of scalabla svstems is
that any workload -::.apanla cn‘ roducing
meaningtul resuits IS{? % & highny mui-
threaded, and most pers d-:jn"r now
much about how to colliect or interpret th...

Wad, 10 Jul 2013 00:03:00 #0000

Non confidential

SMB 3.0 SUPPORT

NDMP SERVER

PUPPET MANAGEMENT
MODULE

GTOP - MONITORING

GLUSTER PROFILING

SELINUX SUPPORT

PMUX - LIGHTWEIGHT MAP
REDUCE

TRANSLATORS EXTENSION FOR
PYTHON
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RED HAT STORAGE INFORMATION RESOURCES

RED HAT STORAGE PRODUCT INFORMATION
HTTP://WWW.REDHAT.COM/PRODUCTS/STORAGE-SERVER/

RED HAT STORAGE SOLUTIONS
HTTP://WWW.REDHAT.COM/PROMO/LIBERATE/SOLUTIONS.HTML

RED HAT STORAGE CUSTOMER SUCCESS STORIES
HTTP://WWW.REDHAT.COM/PROMO/LIBERATE/RESOURCES.HTML

RED HAT STORAGE SERVICES
HTTP://WWW.REDHAT.COM/PROMO/LIBERATE/SERVICES.HTML

HTTP://IWWW.GLUSTER.ORG HTTP://[FORGE.GLUSTER.ORG

RHS: Managing Unstructured Data Non confidential 2525



BACKUP
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How Does GlusterFS Work Without Metadata?

* Files are placed on a brick(s) in the cluster based on a calculation
* All native clients have an algorithm built-in

* All storage nodes have an algorithm built-in

* Files can then be retrieved based on the same calculation

* For non-native clients, the server handles retrieval and placement

RHS: Managing Unstructured Data Non confidential 2727



Q_ redhat

Storage Node

Data/Appl/
[O-1073741824]

Client
Application

Translator
Stack

/Data/Appl/

32 bit Hash range assigned
[0-4294967296]

Storage Node

Data/Appl/
[1073741825-
2147483648]

Storage Node

/Data/Appl/
[2147483648-
3221225473

Application creates a directory
within the RHS volume.

Each directory is assigned a 32bit

hash range.

Storage Node

/Data/Appl/
[3221225473-
4294967296]

28



Q_ redhat

Client
Application

Translator
Stack

/Data/Appl/info.txt

[1323678309] When a file is written to the directory, the file
name is hashed and the hash value is used to
place on the appropriate brick.

Storage Node Storage Node Storage Node Storage Node

/Data/Appl/ /Data/Appl/ /Data/Appl/ /Data/Appl/
[0-1073741824] [1073741825- [2147483648- [3221225473-
2147483648] 3221225473 4294967296]




Q_ redhat

Storage Node

/Data/Appl/
[O-1073741824]

stuffl.txt

Application

Translator
Stack

stuff{1-3}.txt
[82349001],
[3498330912],
[2909987261]

Storage Node Storage Node

SData/Appl/ /Data/Appl/
[1O073741825- [2147483648-
2147483648] 3221225473

As new files are created, each is hashed using

the gluster hashing translator (hashing is done
using the Davis-Mayers algorithm).

Storage Node

/Data/Appl/
[3221225473-
42949672961

stuff2.txt

30



STACKABLE DESIGN—ELASTIC HASHING

GIGE, 10GIGE-TCPIP/INFINIBAND—-RDMA

—

e —
xfs/LVM xfs/LVM

e
xfs/LVM

%
xfs/LVM
BRICK 1 BRICK 1 BRICK 1 BRICK 1

RED HAT CONFIDENTIAL - redhat.




Bricks

* A brick is the combination of a node and a file system: hostname:/dir
* Each brick inherits limits of the underlying filesystem(xfs)
* RHS operates at the brick level, not at the node level

* Ideally, each brick in a cluster should be the same size

-
—

I/

\ 3 bricks 5 bricks 4 bricks /

RHS: Managing Unstructured Data Non confidential 3232




Volumes

* A volume consists of 1 or more bricks => exported with Gluster.

. volumes have administrator assigned export names
. a brick is a member of only one volume

* A namespace can have 1 or more volumes

. A namespace can consist of replicated and distributed volumes
. data in different volumes physically exists on different bricks
. volumes can be mounted on clients using NFS, CIFS and/or GlusterFS clients (native FUSE client)

Volume “homeshares”:
6 brick replica

ﬂﬂed as /homeshares

Volume “scratchspace”
6 brick distribute,
exported as /scratchspace

3 bricks 5 bricks

4 bricks /

RHS: Managing Unstructured Data Non confidential 3333




Data Flow with NFS/CIFS Client

User supplied IP load balancing and high availability

RADNS, UCARP, Hoprowy, harncheans F3, ACE, =i0)

e T e

Mirror

Mirror

Mirror

Distribute

RHS: Managing Unstructured Data

Non confidential
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Data Flow with Native Client

T g Ty—

=T h o

=g

Er——————

P—— e e il o

—rer T Tl oy

Mirror

Mirror

=T

o L

e

—_

Mirror

Distribute

RHS: Managing Unstructured Data
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HOW DOES REPLICATION ACTUALLY WORK?

5

Lock(File1)/Ack

Lock(Filel) BLOCKED

Pre-Op(Filel)/Ack

Op(File1)/Ack

Post-Op(File1)/Ack

Unlock(File1l)/Ack Ack (File 1 lock granted)

t

Pre-Op(Filel)/Ack

CLIENT 1 NODE A NODE B CLIENT 2

- redhat



Seamless Integration for Hadoop Deployments

NameNode Ry e
Metadata Server l % 7ﬂ
‘ MapReduce ‘ MapReduce MapReduce ‘ MapReduce MapReduce ‘
‘ HDFS ‘ HDFS HDFS ‘ ‘ HDFS ‘ Gluster FS Gluster FS ‘

- = N = o=

 GlusterES can co-exist HDES * Built using the Hadoop file system API

 Does not use the NameNode metadata server Requires simple configuration file changes
C Lib GlusterFS client enable GlusterFS direct access

Provides Java binding for Hadoop compatibility

RHS: Managing Unstructured Data Non confidential 3737



Hadoop architecture overview

a—

MapReduce

Jobs
L

open () Application

read ()
write ()
create ()
rename [) Layout
close ()

delete ()
fhemeftux

bin/hadoaop o
liby

gluster _hadoop_ jar

3

FUSE mount (fmmtfglusierts]

RHS: Managing Unstructured Data

Replicated Volumes

GlusterFs

GlusterFs

FUSE Maunt
FUSE Maoiint

GlusterFSs

FUSE Maunt
FUSE Matint

GlusterFSs

Replicated Volumes

Distributed Replicated Volume (hdvol)

Non confidential
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WHO’S RED HAT? - RED HAT PORTFOLIO

PLATFORM AS A SERVICE

MESSAGING, REALTIME LINUX, GRID

ON-PREMISE CONSISTENT ENVIRONMENT CERTIFIED CLOUD
 — PROVIDERS

LINUX STACK MANAGEMENT
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THE INFORMATION EXPLOSION

Tos Dby Urkewe 31k BTa i e Cey a3 el gl [ marsa Pewhs
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Source: IDC's Digital Universe Study, Dec 2012

Main growth drivers:
Virtualisation, Cloud, Mobile Computing and Big Data
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CORNERSTONE OF THE NEW SOFTWARE DEFINED DATACENTER

DATA CENTER FABRIC I__j
\

\4

-

COMPUTE STORAGE NETWORKING ENVIRONMENTAL

SOFTWARE- DEFINED / SOFTWARE-DEFINED / SOFTWARE-DEFINED / SOFTWARE-DEFINED /
BASED COMPUTE BASED STORAGE BASED NETWORKING BASED FACILITIES
(Virtualization)

RED HAT
STORAGE

DATACENTER EVOLUTION

RHS: Managing Unstructured Data Non confidential a4

Todays Modern Data Center is Increasingly defined by and based on software.

Compute was the first — with virtualization — to begin to abstract data center resources aiding
with



WHAT IS RED HAT STORAGE?

OpenSource

Scale-out NAS (NetworkAttached Storage)

deployable on
on-premise, virtualized and Cloud environments
based on GlusterFS

running on standard x86 Hardware

RHS: Managing Unstructured Data Non confidential
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GSeader> <date/time>

requiremnts fot he Big data challange:

available storage solution that can handle hardware failure.

\dards and possiblility to be replicated and access over geographical distance.

al if a component would fail to maintan protection level.

ement or minimal manual management would be prefered.

stic, so run your solution private, public or replicate in between, don’t be locked ir
igrations when you lifecylcle hardware. Migrations might not be an option if you h

<footer> @



RED HAT STORAGE DEPLOYMENT ON-PREMISE

Scale out performance, capacity, and availability * Smgle namespace

* Aggregates CPU, memory,

RED HAT STORAGE network capacity.
FOR ON-PREMISE

« Deploys on Red Hat-supported
e servers and underlying
storage: DAS, JBOD.

« Scale out linearly.

Scale up capacity

« Scale out performance and
capacity as needed.

« Replicate synchronously
and asynchronously.
SINGLE GLOBAL NAMESPACE

RHS: Managing Unstructured Data Non confidential 7



RED HAT STORAGE DEPLOYMENT ON AMAZON CLOUD

Scale out performance, capacity, and availability « GlusterFS Amazon Machine
Images (AMls)

RED HAT STORAGE . )
FOR PUBLIC CLOUD « The only way to achieve high

availability of Elastic Block
Storage (EBS)

« Multiple EBS devices pooled

« POSIX compatible (no
application to rewrite required
to run on Amazon EC2)

Scale up capacity

« Scale out capacity and
performance as needed

SINGLE GLOBAL NAMESPACE

RHS: Managing Unstructured Data Non confidential



RED HAT STORAGE—50,000 FOOT OVERVIEW

RED HAT STORAGE POOL
VIRTUAL PHYSICAL

- Brick
ADMINISTRATOR = -- (glusterfsd)
! Brick
Cloud Volume (glusterfsd)
Manager L
(glusterd) Brick
(glusterfsd)
SSH
RED HAT
STORAGE CLI
Brick
(glusterfsd)
Brick
Cloud Volume (glusterfsd)
Manager .
Brick
(glusterd) (glusterfsd)
NFS
CIFS Brick
l - (glusterfsd)
Fuse u Brick
Cloud Volume (alusterfsd)
Manager -
Brick
OpensStack Swift (glusterd) (glusterfsd)
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RED HAT STORAGE TECHNOLOGY STACK

!

HADOOP ENABLEMENT

l

REPLICATION
CLIENT/ PRESENTATION
TRANSLATORS
BACKEND/ PERSIST TRANSLATORS MULTI-SITE DR
MULTI-TENANT:
GLUSTERFS NAMESPACE AND ENCRYPT

MULTI-TENANT:

CILER QoS (CGROUPS)
VOLUME
SNAPSHOT

NETWORK DEVICE PLATFORM BLOCK DEVICE

RED HAT ENTERPRISE LINUX

RHS: Managing Unstructured Data Non confidential 010




RED HAT STORAGE SCALABILITY

Sequential Read Transfer Rates

14000
12000
10000

8000

MBI/s

6000

4000

2000 /

2 4 6 8 10 12

Servers

== glusterfs,repl=1 == glusterfs,repl=2
Gluster-NFS,repl=1 == Gluster-NFS,repl=2

RHS: Managing Unstructured Data

MB/s

Non confidential

14000

12000

10000

8000

6000

4000

2000

Sequential Write Transfer Rates

—
4 6 8 10 12
Servers

—& glusterfs,repl=1 =4 glusterfs,repl=2
Gluster-NFS,repl=1 === Gluster-NFS,repl=2

ull
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RHS-C Management Console

r
- -- -
sl = - — T S SR
e = .. .
[——
=g
— re e . =
- - — - mm. -
-- e - :
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DESIGNED FOR MANAGING UNSTRUCTURED DATA
SUPPORTING A WIDE RANGE OF ENTERPRISE AND EMERGING WORKLOADS

5. = I O P "= AFTFHT
LEL%~LLL - I Bew b %A%

HELHr =y, ]
CLEHCEZ: A2

S h SC B |
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RED HAT STORAGE FOR OPENSTACK

RHS: Managing Unstructured Data Non confidential 114

The different module components:

- Horizon : Management Dashboard
- Nova : Computing resources

- Glance  : Image service

- Swift : Object Store

- Quantum : Networking module

- Cinder : Volume service

- Keystone : Authentication

Red Hat Storage fits in as an infrastructural
component in below...



ENSURE GLOBAL DATA PROTECTION AND AVAILABILITY
TRANSPARENTLY DISTRIBUTE DATA GLOBALY

REMOTE SITE / DR

C i\

STORAGE

EE8 EE8

000N
0oNQgd

0§00
NOOO

REPLICAT\ON

RHS: Managing Unstructured Data Non confidential
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Red Hat Storage Allows You to Bring
Application

BRING APPLICATIONS CLOSER TO THE DATA
CONV ING COMPUTH: AND STORAGE

For years traditional storage
compag romise of

RED WAT"
STORAGE

enab e e g /o Of the
comp == RES N Sforage

aaaaaaaaaaaaaaaaaaaaaa

With Todays new data landscape

REDUCE LATENCY

Gain increased performance for
datasets by eliminating the network
hop introduced by traditional
architectures

PROCESS DATA LOCALLY

REDUCE COSTS

16



HIGHLY AVAILABLE CLOUD STORAGE FOR AMAZON EC2
LEVERAGE THE ELASTICITY OF THE CLOUD WITHOUT RE-WRITING YOUR APPLICATIONS

)
EE B

US East (N. Virginia) US East (N. Virginia) Ireland (Cork)

RED HAT"

STORAGE

CREATING HIGHLY AVAILABLE, SCALEABLE EBS STORAGE POOLS - ACROSS ZONES
Now available as AWS test-drive

RHS: Managing Unstructured Data Non confidential 1717

CUSTOMER USE CASE IntelliTEK
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DELIVER COST EFFECTIVE ELASTIC CAPACITY AND PERFORMANCE
53% - 78% REDUCTION IN COSTS

| -
- ' | | |
s |
I m . _m B . |
—"r YEAR
] - - =
=11C
- - - o - Analy the Futu

SOURCE: IDC REPORT — THE ECONOMICS OF SOFTWARE BASED STORAGE

RHS: Managing Unstructured Data Non confidential 1818



MANAGING SPRAWLING UNSTRUCTURED FINANCIAL DATA

INTUIT

ONLINE.

“Red Hat worked with us the
entire way as we designed and
built our architectures, helping
with best practices, design
considerations and layout,
performance testing, and
migration.”

MOHIT ANCHLIA
ARCHITECT, INTUIT TURBO TAX

RHS: Managing Unstructured Data

Presentation Path:

PROBLEM

® NEEDED A FAST, RELIABLE, AND COST-EFFECTIVE STORAGE SOLUTION
TO MEET GROWING SAAS LINE OF BUSINESS

® TAX RETURNS AND OTHER DATA WERE BEING STORED AS BLOBS IN AN
EXPENSIVE ORACLE DB

SOLUTION
® RED HAT STORAGE SERVER 2.0 FOR ON-PREMISE OBJECT STORAGE
® HP DL2000s AND APACHE CASSANDRA

BENEFITS
SCALEABLE ON-DEMAND STORAGE FOR UNSTRUCTURED DATA
COST EFFECTIVE SOLUTION THAT LEVERAGES COMMODITY HARDWARE
MEET GROWING CAPACITY AND PEAK PERFORMACE NEEDS
ACHIEVE MULTI-SITE DISASTER RECOVERY

Non confidential 1919

Pandora serves up all of its music files through Red Hat Storage.

Imagine the scalability challenges Pandora faces. Each store song needs to be transcoded
into 12 different file formats, depending on the device (phone, tablet, computer, etc.)

accessing it.

Pandora needs to scale up immediately to accommodate a peak in traffic and, at the same
time, accommodate long tail content access as well.

There is a publicly referenceable case study related to this customer. There is no formal

write-up available.
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IS THE OPPORTUNITY REAL ?

SearchStorage

i | | i z::::= e | e Ly | Ca ) e e CE -
Red Hat Gluster will transform storage market,
IDC analyst predicts

Carol Siiwa T A Alin Pl th»1+]

Petiched: 08 pug 2013

‘$ ESSENTIAL GUIDE RED HAT STORAGE SERVER SEEKS TO MIMIC SUCCESS OF ENTERPRISE
LINUX
This article is part of an of our best articles, videos Explore other sections in this guide:
and other content on this topic.Explore more In this guide:
2. - Wikibon's Floyer: Manageability work
1.-1DC’S NADKARNI PREDICTS MAINSTREAM ACCEPTANCE : READ MORE IN THIS SECTION ]
» GlusterFS-based software will drive storage

3. - Staimer foresees limited appeal

Red Hat Inc. will eventually turn the market "on its head” with its  [Eppe———— Latest News
Red Hat GlusterFs-based storage software in rhe same way that PODCAST SERIES ABOUT
‘major server PYESCNC M RED HAT’'S CHANCES WITH @ EMC Corp. prepares VNX2 launch

it
ITS STORAGE SERVEI
with its distribution of enterprise Linux, an IDC analyst predicted.  [MSEMIAS

O Scality CEO: Object-oriented storage needs

Ashish Nadkarni, a research director in the storage systems Red Hat's open source multiple access methods
software-based storage holds

practice at Framingham, Mass.-based International Data Corp. aoren mainty for paron data Coraid Inc. NAS he for heavy /O
(IDC), said Red Hat may need a few years to realize its vision of @ Coraid Inc. NAS gets more cache for heavy I/

lI-fledged With push into software-based loads
into a storage storage, Red Hat will help drive
platform. down cost of storage features. © Riverbed Granite storage box gets Fibre Channel
_ support
But Nadkarni thinks Red Hat Gluster will challenge scale-out,
file-based storage systems from major vendors as well as © Emerging data storage trends embraced by BNY
that cater to the high-performance computing market with data analytics software. Mellon IT infrastructure

RHS: Managing Unstructured Data Non confidential 2020



DELIVERING THE NEXT GENERATION OF
OPEN SOFTWARE-DEFINED STORAGE TODAY

ELASTIC CAPACITY AND
PERFORMACE

MODERN, SECURE FILE AND

OBJECT STORAGE RED HAT
STORAGE
ENSURE DATA PROTECTION AND SERVER
AVAILABILITY
CONVERGE COMPUTE
AND STORAGE

MANAGING UNSTRUCTURED
DATA AT SCALE

DELIVERING AGILITY AND
COST ADVANTAGE

FOUNDATION FOR HYBRID
CLOUD AND BIG DATA

DEPLOY DATA ANYWHERE
PHYSICAL, VIRTUAL CLOUD

DESIGNED FOR TODAYS IT & DATA ECONOMICS

RHS: Managing Unstructured Data Non confidential
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RED HAT STORAGE — DEVELOPING
3“ PARTY ECO-SYSTEM

O~
commvault

solving forward®

openstack"

AT ENTERPRISE
VIRTUALIZATION

bareos

open source data protection

= |

RHS: Managing Unstructured Data Non confidential
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RED HAT LEADS THROUGH OPEN INNOVATION

Apache Project

100,000+

PROJECTS

OpenJDK / \\

Linux Kernel

Openstack

RHS: Managing Unstructured Data

Gerry

fedord®

JBcss Community

Q—»

.

Non confidential

ASLUSTER
v T

RED HAT"

ENTERPRISE LINUX
RED HAT  JBOSS'
MIDDLEWARE

R
VIRTUALIZATION

RED HAT"

STORAGE

RED HAT
ENTERPRISE LINUX
OPENSTACK PLATFORM

£3 OPENSHIFT

223
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COMMUNITY INNOVATION

GLUSTER.ORG COMMUNITY FORGE ENHANCEMENTS AND PROJECTS

SNAPSHOTTING
CHANGE DETECTION
COMPRESSION
3-WAY REPLICATION

pNFS AND NFSv4 SUPPORT

FILE VERSIONING
ERASURE CODING

MULTI-MASTER GEO-
REPLICATION

RHS: Managing Unstructured Data

Acvies  Projects  Teams

Welcome to the Gluster Community Forge, the home of
Open Source software-defined storage development. Read

m

»ad GlusterFS -> GlusterFS Home

Flagsnip Projects
GlusterFs core

15 the cora platiomm for GlusterFs,
BOVaNG a8 The Makor Teatrs Tocuor ity

Praject Home | Developer Hame |
bodamentation

Frmuis a sgniasgrs e oased maprieduce

e N e
e,
B A S R AT

Broject Home | Deveioper Home |

griacatar

fliocater s @ daemen for providing responses

Guenes against 11 KCAONS Of GRUSTEIFS
Project Home | Developer Home |

Samoa-Guster Integraton
GlusterFs imtegration for Samba. From

From Pianet Giuster

SRE e
Y-

Al o SR o s, 1t

oy g tomn 101 GLCON. Swng By = We b

LS MheSion Ieater which & bioka 10 e

AR 0r a5y actess

the nighights: Theron

Thu, 11 Jul 2013 20:56:28 40000

The Summer of Gluster ks Here!

| wanied 1o 1ake 2 mamem and share ai te
i the Giusier

e are just & tow o1

omiminiy. i {Saky has boan an amazng
Yoar ant e s Sl havay riougn: Tafes a
TocanT0r mass of you Watehing rom name:
AR
Thu, 11 Ju12013 19:47:06 40000
Pertormance Measurement Prass
©na of the probiems win moasunng a

Thoanng SoToNTACS b Scalatie sysoms s

2ing

e ey st evaRpers dOT
UEh SB6UT oW 16 CORSEt G miaTprar I
Wed, 10 Jul 2013 00:03:00 40000

Non confidential

SMB 3.0 SUPPORT

NDMP SERVER

PUPPET MANAGEMENT
MODULE

GTOP - MONITORING

GLUSTER PROFILING

SELINUX SUPPORT

PMUX - LIGHTWEIGHT MAP
REDUCE

TRANSLATORS EXTENSION FOR
PYTHON

%24
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BACKUP
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How Does GlusterFS Work Without Metadata?

* Files are placed on a brick(s) in the cluster based on a calculation
* All native clients have an algorithm built-in

* All storage nodes have an algorithm built-in

* Files can then be retrieved based on the same calculation

* For non-native clients, the server handles retrieval and placement

RHS: Managing Unstructured Data Non confidential 227



0 redhat

Application

Translator
Stack

/Data/Appl/
32 bit Hash range assigned
[0-4294967296]

Storage Node Storage Node Storage Node

/Data/Appl/ /Data/Appl/ /Data/Appl/
[0-1073741824] [1073741825- [2147483648-
21474836481 3221225473

Application creates a directory
within the RHS volume.

Each directory is assigned a 32bit
hash range.

Storage Node

/Data/App1l/
[3221225473-
42949672961

For use only by a student enrolled in a Red Hat training course taught by Red Hat, Inc. or a Red Hat Certified Training Partner. No part of this publication may be
photocopied, duplicated, stored in a retrieval system, or otherwise reproduced without prior written consent of Red Hat, Inc. If you believe Red Hat training materials
are being improperly used, copied, or distributed please email <t r ai ni ng@ edhat . con™ or phone toll-free (USA) +1 (866) 626 2994 or +1 (919) 754 3700.



0 redhat

Application

Translator
Stack

/Data/Appl/info.txt

[1323678309] ‘When a file is written to the directory. the file
name is hashed and the hash value is used to
place on the appropriate brick.

Storage Node Storage Node Storage Node Storage Node

/Data/Appl/ /Data/Appl/
[0-1073741824] [1073741825-
2147483648]

| info.txt l

/Data/App1/ /Data/Appl/
[2147483648- [3221225473-
3221225473 42949672961

For use only by a student enrolled in a Red Hat training course taught by Red Hat, Inc. or a Red Hat Certified Training Partner. No part of this publication may be
photocopied, duplicated, stored in a retrieval system, or otherwise reproduced without prior written consent of Red Hat, Inc. If you believe Red Hat training materials
are being improperly used, copied, or distributed please email <t r ai ni ng@ edhat . con™ or phone toll-free (USA) +1 (866) 626 2994 or +1 (919) 754 3700.



0 redhat

Application

Translator
Stack
stuff{1-3}.tct
[82349001],
[3498330912],
[2909987261]

Storage Node

Storage Node Storage Node

/Data/Appl/
[0-1073741824]

/Data/Appl/
[1073741825-
2147483648]

/Data/Appl/

[2147483648-
3221225473

As new files are created, each is hashed using
the gluster hashing translator (hashing is done
using the Davis-Mayers algorithm).

Storage Node

/Data/Appl/
[3221225473-
42949672961

l stuffl.txt | | info.txt l stuff3.txt

I stuff2.txt I

30
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STACKABLE DESIGN—ELASTIC HASHING

Past decade: Linux + volume x86 servers transformed the
server market

Displaced costly proprietary RISC/UNIX systems

Enabled new classes of workloads

Showed superior economics

Current decade: Open-source-based storage + volume x86
servers tranform storage market

Displacing costly proprietary SAN and NAS systems

Cost 1/3 to 1/2 the price of alternative proprietary solutions

Enabling new classes of workloads

Helping realize the true potential of hybrid clouds



Bricks

A brick is the combination of a node and a file system: hostname:/dir
Each brick inherits limits of the underlying filesystem(xfs)
* RHS operates at the brick level, not at the node level

* Ideally, each brick in a cluster should be the same size

e | )

[ Storage Node 1 ][ Storage Node 2 ][ Storage Node 3 ]
( /exportl ) ( Jexportl )
( Jexport2 ) ( /export2 )
( /export3 ) ( /export3 )
[ /export4 ] [ /export4 ]

\ 3 bricks 5 bricks 4 bricks /

RHS: Managing Unstructured Data
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Volumes
* Avolume consists of 1 or more bricks => exported with Gluster.
. volumes have administrator assigned export names
. a brick is a member of only one volume
* A namespace can have 1 or more volumes
. A namespace can consist of replicated and distributed volumes
. data in different volumes physically exists on different bricks

. volumes can be mounted on clients using NFS, CIFS and/or GlusterFS clients (native FUSE client)

Volume “scratchspace”
6 brick distribute,
exported as /scratchspace

3 bricks 5 bricks

4 bricks

Volume “homeshares”:
6 brick replica

ﬁmed as /homeshares

RHS: Managing Unstructured Data Non confidential
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Data Flow with NFS/CIFS Client

Mirror Mirror Mirror

Distribute

RHS: Managing Unstructured Data Non confidential 134



Data Flow with Native Client

EEEL B ELE
e

Mirror

Mirror

Mirror

Distribute

RHS: Managing Unstructured Data
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HOW DOES REPLICATION ACTUALLY WORK?

Lock(File1)/Ack
Lock(Filel) BLOCKED

Pre
Op(File1)/Ack
Post-Op(File1)/Ack

Unlock(File1)/Ack Ack (File 1 lock granted)

Pre-Op(File1)/Ack

CLIENT 1 CLIENT 2

- redhat




Seamless Integration for Hadoop Deployments

NameNode <N S ‘
Metadata Server ’ S B i ‘
MapReduce ‘ ‘ MapReduce MapReduce ‘ MapReduce MapReduce ‘
coe
HDFS ‘ ‘ HDFS HDFS ‘ ‘ HDFS ‘ Gluster FS Gluster FS ‘

= N -= = =

« GlusterES can co-exist HDFS * Built using the Hadoop file system API

- Does not use the NameNode metadata server ~ Requires simple configuration file changes
C Lib GlusterFS client enable GlusterFS direct access

Provides Java binding for Hadoop compatibility

RHS: Managing Unstructured Data Non confidential 737



Hadoop architecture overview

MapReduce
Jobs

Client

Replicated Volumes

GlusterFs

plugin

GlusterFs

FUSE Maunt

FUSE Mount

1

plugin

Application

open ()
read ()
write ()
create () f
rename () Layuut
close ()
delete () plugin plugin
Jfhomedtux
bin/had =
mase:
gluster_hadoop.jar =
=
GlusterFs = GlusterFs
Replicated Volumes

FUSE mount (/mnt/glusterfs)

Distributed Replicated Volume (hdvol)

RHS: Managing Unstructured Data Non confidential 3838
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